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Abstract  

This article explores the use of two orthogonal polynomial approximation methods to derive numerical solutions for 

boundary value problems involving higher-order fractional integro-differential equations. We introduce a perturbed 

collocation approach that transforms these perturbed equations into systems of algebraic equations by employing 

standard collocation points. The resulting algebraic systems are solved using Newton-Raphson's method, implemented 

through MAPLE 18 software. Several numerical examples are provided to demonstrate the accuracy and reliability of 

this method. The findings indicate that the proposed approach is both accurate and efficient. Additionally, the results 

show a favorable comparison with those obtained by Zhang et al.  using the Homotopy Analysis Method. 

Keywords: Boundary value problems, Chebyshev polynomials, Fractional derivatives, Perturbation term, Power 

series polynomials, Perturbed Collocation Method, Newton Raphson method 

1   Introduction 

 Boundary value problems can be effectively approximated using simple and efficient numerical methods. 

Problems involving the wave equation, such as determining normal modes, are often formulated as boundary value 

problems. Sturm-Liouville problems represent an important class of boundary value problems, and their analysis involves 

the eigenfunctions of a differential operator, as discussed by Fu et al.[2]. 

 

Zhang et al.[1] employed the Homotopy Analysis Method (HAM) to obtain numerical solutions for higher-order 

fractional integro-differential equations with boundary value problems. They reported that the numerical results are in 

good agreement with the exact solution and converge at higher-order approximations. Fadugba [3] presented the Mellin 

transform approach for solving fractional order equations, which is widely used in applied mathematics and technology. 

The Mellin transform of various forms of fractional calculus, including the Riemann-Liouville fractional derivative, 

Riemann-Liouville fractional integral, Caputo fractional derivative, and the Miller-Ross sequential fractional derivative, 

were obtained. 

 

Methods for solving integro-differential equations typically combine techniques for solving both integral and 

differential equations. Since closed-form solutions may not be feasible for most applications, numerical methods are 

employed to obtain approximations to the exact solutions. Abubakar & Taiwo [4], in their thesis "Computational methods 

for solving system of linear Volterra integral and integro-differential equations," reported the use of successive 

approximation methods and standard integral collocation to obtain numerical approximations. Uwaheren et al.[5] 

developed a perturbed collocation method for solving singular multi-order fractional differential equations of Lane-

Emden Type, and found the proposed method to be efficient and yielding good results. 

 

 

Other methods, such as power series, Chebyshev, and Legendre's polynomials used as basis functions, have 

been applied to obtain solutions for some higher-order integro-differential equations of both linear and nonlinear types. 

Akyaz & Sezer [6] used truncated Chebyshev polynomials to obtain approximate solutions of linear integro-differential 

equations, and the results showed that the method is consistent. Recently, Gelele et al. [7] used power series and 

Chebychev series approximation methods for solving higher-order linear Fredholm integro-differential equations using 
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collocation methods. The results presented indicated that the method provides accurate results when compared with the 

exact solution. 

 

Many problems from various sciences and engineering applications can be modeled by fractional integro-

differential equations. Furthermore, most of these problems cannot be solved analytically, and finding good approximate 

solutions using numerical methods will be very helpful, as pointed out by Yang et al.[8] 

 

Several numerical methods have been recently developed to solve fractional differential equations (FDEs) and 

fractional integro-differential equations (FIDEs). Yang et al. and Mittal & Nigam [8-14] applied collocation methods for 

solving the following: nonlinear fractional Langevin equation involving two fractional orders in different intervals and 

fractional Fredholm integro-differential equations. Chebyshev polynomials method is introduced in the literature [10-12] 

for solving multi-term fractional order differential equations and nonlinear Volterra and Fredholm integro-differential 

equations of fractional order. Ray [13] applied the variational iteration method for solving fractional integro-differential 

equations with nonlocal boundary conditions. Adomian decomposition method is introduced in Mittal & Nigam [14] and 

Wazwaz [15] for solving fractional diffusion equation and fractional integro-differential equations. 

 

 

 In this paper, we present a numerical solution approach for boundary value problems involving higher-order 

fractional integro-differential equations. To minimize higher error terms, we introduce a perturbation term into the model 

equation. We then apply Power series and Chebyshev polynomial approximations to derive efficient numerical solutions 

for the relevant problems. The resulting equations are collocated to form a system of algebraic equations, which allows 

us to solve for the unknown coefficients. 

 

 The structure of the paper is as follows: In Section 2, we introduce preliminary definitions and key properties. 

Section 3 provides the fundamental definitions and characteristics of power series polynomials and Chebyshev 

polynomials. In Sections 4 and 5, we apply these polynomials to perturbed higher-order fractional integro-differential 

equations using the standard collocation method, and we utilize a matrix operation solver to address the resulting systems 

of equations. Section 6 presents several numerical examples to illustrate the efficiency and accuracy of the proposed 

algorithm. Finally, we conclude the paper with remarks in Section 7. 

 

 Consider the general form of fractional integro-differential equation boundary value problems with Caputo 

derivative defined in Zhang [1] as follows 

         ds,sust,kλ+tγu+tf=tuD

b

a

α

t

C

a         (1) 

subject initial-boundary conditions 

       10 n=i,η=bu,μ=au i

i

i

i
       (2) 

 

Where  is the Caputo fractional derivative of order  are given continuous smooth functions,  is the unknown function to 

be determined, and  are real constants.where 
α

t

C

a D  is the Caputo fractional derivative of order    st,k,tfα,  are given 

continuous smooth functions,  su  is the unknown function to be determined, and γλ,b,a,  are real constants. 

2   Preliminaries 

 Here, we give some basic definitions, theorem and properties of fractional calculus theory that can be used in 

understanding this paper. 
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Definition 2.1: The most common fractional operators are the Riemann-Liouville Fractional Integral (RLFI), the 

Riemann-Liouville Fractional Derivative (RLFD) and the Caputo Fractional Derivative (CFD) which are defined as 

follows: 

Let   Rx →ba,:  be a function, let 0>α  be a real number, and let  n , where   denotes the smallest integer 

greater than or equal to  . For ],[ bat , defined 
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where   1+=n   for the definitions of Riemann-Liouville fractional derivatives, and for the Caputo fractional 

derivatives. 

Definition 2.2: Let the function   R,Γ ∞0: , defined by 

  .>ndt,te=nΓ nt 0: 1-

∞

0

-

      (3) 

Definition 2.3: Beta function is defined in terms of gamma function as 

   
   
 

+.mn Rmn,,
m+nΓ

mΓnΓ
=dttt=mn,B 

1-
1

0

1- -1   (4) 

Theorem 2.1: Let  baHΦ μ ,  for some  0,1μ  and let .<n< 10  Then 

 
 

 
   ,tΨ+ax

+αΓ

aΦ
=tΦJ

αα

a -
1

    (5) 

with some function     .axO=tΨ
+αμ

-  
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3   Polynomial Approximate solutions 

An approximate solution of the truncated Chebyshev and Power series orthogonal polynomials can be used to obtain the 

approximations of (1) and (2) as defined in the form 

    .<n<tΦa=tu i

n

=i

in  ,0
0

                 (6) 

and 

    ,=tΦ
tP

t
i

Ti
i

)(
       (7) 

where τ  is the unknown to be determined and  tP  and  tT  are power series and Chebyshev orthogonal polynomials 

respectively. 

The thr   degree chebyshev polynomial of the first kind valid in [a,b] is defined as 

    ,xC
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=xT k

r
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r
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22

rcoscos    (8) 

with 

    .ab=C
rrr

r

1-2 -2       (9) 

For this purpose, we consider 0=a  and 1=b , so that (8) becomes 

       ,xC=xT k
r

=k

r

kr 
0

≡1-2xrcoscos    (10) 

)12()(,1)( 10  xxTxT    (11) 

This satisfies the recurrence relation 

      3,211-22 11 ,,=r,xTxTx=T rr+r    (12) 

 

 

4   Perturbed Collocation Method by Power Series 

 

Sequel to the theorem 2.1, we established the following corollary 

Corollary 3.1 Let  R,ttQ f ],[ 0
 be defined by    βts=sQ 0-  for some 1->β  and 0>α , and let +Rβα, ∈  and 

],[ 0 ftts . Then, 
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Proof: Using left Caputo fractional derivative for 1=n , we have 
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Substituting     1-

0-'
β

tsβ=sQ  into (14), to obtain 
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Using Beta function  
   
 β+αΓ
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=dttt βα 1-

1

0

1-
-1 , we have 
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◼  
Now considering equation (1) together with the perturbation term of the form 
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Now, substituting (6) into (18) and simplify to obtain 
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simplifying (20) further to obtain 
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Therefore, the time interval  ba,  is divided into N  equally spaced (sub-intervals). Let hj+a=t j
, where 

N

ab
=h

-
 

and  N=j 10 , then, there is need to construct the associated system of algebraic equations in a manner that require less 

computational time and give efficient results. 

 

Now, collocating (21) at the node of 
jt , we have 
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Thus (21) gives rise to (N+3) algebraic linear equations in (N+3) unknown constants  …,τ,τ,τ,a,…,a,a N 32110
 

together with the extra equations obtained from the boundary conditions. Altogether, we have (N+3) algebraic linear 

equations in (N+3) unknown constants which are then solved by Maple 18 software to obtain the values of the unknown 

constants. 

 

5   Perturbed Collocation Method by Chebyshev Polynomials 

 

In order to apply this method, we substitute an approximate solution (6) into a slightly perturbed equation (18) to gives 
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simplifying (23) further to obtain 
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Now, collocating (24) at the node of 
jt , we have 
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  (25) 

 

6   Numerical Examples 

 

Problem 1: Consider the Fractional order integro-differential equation defined by Zhang et al [1].  as 
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        ,α<,<t<ds,sutu+e+e+t=tuD

t

ttα

t 4≤31031
0

    (26) 

subject to boundary conditions 

        e.=ue,+=u,=u,=u 31″1120″10      (27) 

Comparing with equations (1) and (2), we have 

      e+=η,=μ,=μ,=st,k,=λ,=γ,e+e+t=tf tt 12111131 020
 and e.=η 32   (28) 

Therefore, consider forth degree  4=n  approximation, we have from approximate solution 

.ta+ta+ta+ta+a=ta=u i

=i

i

4

4

3

3

2

210

4

0

4       (29) 

Using power series polynomial approximate solution, we substitute equation (26) into collocation equation (25), and 

together with the extra equations obtained from boundary conditions, gives the following matrix equation of the form 

b=Ax  as 



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
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65532.089532.043320.067300.045073.598672545.073333.025000.098500.0

00000.165320.063300.063300.045073.498685000.053333.056500.095000.0

75320.055320.043320.033300.045073.398625000.073333.012500.087500.0

75321.055321.043321.033333.045073.298625000.083333.02500.050000.0
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Again, consider sixth degree  6=n  approximation, we have from approximate solution 

.ta+ta+ta+ta+ta+ta+a=ta=u i

=i

i

6

6

5

5

4

4

3

3

2

210

6

0

6    (30) 

Using Chebyshev polynomial approximate solution, we substitute equation (28) into collocation equation (25), and 

together with the extra equations obtained from boundary conditions, gives also the system of equation of the form 

b=Ax . 

Problem 2: Consider the Fractional order integro-differential equation defined by Zhang et al [1].  as 

        ,α<,<t<ds,sutu+et++=tuD

t

tα

t 6≤51051
0

   (31) 

subject to boundary conditions 
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              e.=eu=ue,=u,=u,=u,=u iviv 531″14020″00    (32) 

Comparing with equations (1) and (2), we have 

      e=ηe,+=η,=μ,=μ,=μ,=st,k,=λ,=γ,et++=tf t 3142011151 20420
 and e.=η 54  

 

6   Conclusion 
 

This article presents a numerical solution approach for higher-order fractional integro-differential equations with 

boundary value problems. Our methods are based on Power series polynomial and Chebyshev polynomial 

approximations, which reduce the perturbed higher-order fractional integro-differential equation to a set of linear 

algebraic equations. These equations can be easily solved using the standard collocation method and computer 

implementation. The results obtained demonstrate that both the Power series polynomial and Chebyshev polynomial 

methods can effectively handle these types of problems, as evident from the tables of results. The findings compare 

favorably with the work of Zhang et al. [1], who used the Homotopy Analysis Method. In the first problem, varying the 

order of α and β and the degree of approximations from 4 up to 6 shows that as the degree of approximation increases, 

the accuracy of the results improves. Similarly, in the second problem, the results obtained at higher degrees of 

approximation yield better outcomes. For future studies, we plan to investigate further the existence and uniqueness of 

perturbed fractional integro-differential equations with boundary value problems. Additionally, we aim to consider the 

numerical solution of systems of these problems. We welcome comments and feedback from fellow readers to enhance 

our research. 
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